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Using the National Institute of Standards and Technology high-accuracy cryogenic radiometer ~HACR!,
we have realized a scale of absolute spectral response between 406 and 920 nm. The HACR, an
electrical-substitution radiometer operating at cryogenic temperatures, achieves a combined relative
standard uncertainty of 0.021%. Silicon photodiode light-trapping detectors were calibrated against the
HACR with a typical relative standard uncertainty of 0.03% at nine laser wavelengths between 406 and
920 nm. Modeling of the quantum efficiency of these detectors yields their responsivity throughout this
range with comparable accuracy.
1. Introduction

In a recent paper, measurements of the quantum
efficiency of silicon photodiode light-trapping detec-
tors obtained by using either the National Institute
of Standards and Technology ~NIST! high-accuracy
cryogenic radiometer ~HACR! or by using the NIST
scale of detector spectral response were compared.1
The excellent agreement obtained demonstrated
HACR measurements at the level of accuracy of
the detector response scale ~relative standard un-
certainty of 0.11%!. The operation of the HACR
has subsequently been automated to permit a
larger number of measurements, and its accuracy
has been analyzed in detail.2 This study, along
with the availability of a larger range of laser
wavelengths, has permitted the realization of a
detector response scale between 406 and 920 nm
that is traceable to the HACR. This range of
wavelengths was chosen for the first imple-
mentation of the HACR because the quantum effi-
ciency of the silicon photodiode light-trapping de-
tectors can be modeled accurately throughout this
range.
To realize a scale of absolute spectral response,
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we used a combination of measurements and mod-
eling. First, we calibrated the external quantum
efficiencies of two silicon photodiode light-trapping
detectors ~hereafter referred to as trap detectors! at
nine wavelengths between 406 and 920 nm by using
five fixed-wavelength lasers and one tunable laser.
Second, we obtained the external quantum effi-
ciency throughout this wavelength range by using
the following method.3–5 The reflectance of each
trap detector was measured at three wavelengths,
from which the average oxide thickness on the con-
stituent photodiodes was determined. Knowledge
of the oxide thickness permitted the variation of the
reflectance with wavelength to be calculated ana-
lytically.6 The internal quantum efficiency was ob-
tained by the use of the measured values of external
quantum efficiency and the calculated reflectance.
The variation of these data for the internal quan-
tum efficiency with wavelength was then fitted with
a model equation. The external quantum effi-
ciency throughout the 406-nm to 920-nm range was
then obtained by adding back the contribution of
the reflection loss.
This paper is organized as follows. In Section 2

we describe the apparatus and the measurement pro-
cedure. The results of the measurements are pre-
sented in Section 3, and in Section 4 we discuss the
analysis of the data. Conclusions are given in Sec-
tion 5.



Table 1. Measured Values of he of Two Silicon Photodiode Light-Trapping Detectors

Air Wavelength
~nm! Laser

he
Combined Uncertaintya

~%!Trap 1 Trap 2

406.74 Kr1 0.97534 0.97579 0.027
441.57 He–Cd 0.98530 0.98564 0.028
487.99 Ar1 0.99100 0.99144 0.030
514.53 Ar1 0.99264 0.99292 0.039
532.08 doubled Nd:YAG 0.99351 0.99363 0.042
632.82 He–Ne 0.99578 0.99597 0.034
769.64 Ti–sapphire 0.99636 0.99661 0.029
828.30 Ti–sapphire 0.99647 0.99660 0.027
919.85 Ti–sapphire 0.99611 0.99618 0.029
950.95 Ti–sapphire 0.9906 0.9910 0.08

aThe combined relative standard uncertainty at each wavelength is the sum ~in quadrature! of the type A and combined type B
uncertainties listed in Table 2.
2. Apparatus and Measurement Procedure

A. High-Accuracy Cryogenic Radiometer

As the HACR has been described in detail else-
where,2,7 here we provide only a brief overview of the
instrument. The HACR is an electrical-substitution
radiometer that is operated just above the boiling
point of liquid helium. An electrical-substitution ra-
diometer links a measurement of optical power to the
watt by comparing the temperature rise induced in
an absorbing mass by incident optical radiation with
that obtained by electrical heating. The absorbing
mass is a cavity that is designed for nearly complete
absorption of laser radiation. Operation at cryo-
genic temperatures permits a large, highly absorp-
tive cavity to be used without degrading the time
constant, and it reduces the radiative coupling of the
cavity to its surroundings. However, a vacuum
must be maintained in the HACR Dewar, which re-
quires a window between the cavity and the labora-
tory. To reduce the reflection loss to a small value,
the polarized laser beam enters the radiometer
through a window that is oriented at Brewster’s an-
gle. The HACR can measure the power of a colli-
mated beam of optical radiation with a combined
relative standard uncertainty of 0.021% for an optical
power level of 0.8 mW.

B. Optical Sources

The HACR is designed to be used with a beam of
collimated, polarized light with a typical power level
of 0.8 mW. In addition, it is convenient when silicon
photodiode detectors are used for the bandwidth of
the light to be smaller than ;0.01% of the wave-
length. Because the internal quantum efficiency of
silicon photodiodes is nearly 100% at visible wave-
lengths, their spectral response increases roughly lin-
early with wavelength. Hence for these detectors to
be calibrated with a given accuracy, either the wave-
length must be known to that accuracy or the spec-
trum of a broad source must be well characterized;
the former is more convenient. These consider-
ations lead one to the use of laser sources.
The lasers that were employed for these measure-
ments are listed in Table 1. ~Although the titani-
um–sapphire laser can be tuned from 700 to 1050 nm,
we have listed only those wavelengths at which we
performedmeasurements.! For the argon-ion ~Ar1!,
helium–neon ~He–Ne!, and doubled Nd:YAG lasers,
an interference filter was placed in the optical path to
eliminate light with undesired wavelengths. ~This
could be broadband emission from the laser tube dis-
charge in the case of the Ar1 and He–Ne lasers or
residual light at the fundamental wavelength in the
case of the doubled Nd:YAG laser.! For the helium–
cadmium ~He–Cd!, krypton-ion ~Kr1!, and titanium-
sapphire ~Ti–sapphire! lasers, a Pellin–Broca prism
was placed in the beam path. In the case of the
He–Cd laser, this prismwas used to deflect unwanted
325-nm light that was emitted simultaneously with
the 442-nm light. For the Kr1 and Ti–sapphire la-
sers, the prism was used to reject broadband ampli-
fied spontaneous emission. ~Measurements with
the Ti–sapphire laser operating at a wavelength of
770 nm were also performed without the prism for
comparison. The results for the external quantum
efficiency were the same, within uncertainties, as the
data obtained with the prism, indicating that the
effect of any amplified spontaneous emission was
small.! The Ar1 and Kr1 lasers were both operated
with an intracavity prism that only permitted lasing
on the chosen line. The wavelength of the Ti–sap-
phire laser was measured with a wavemeter and was
typically stable to within 60.005% over the course of
a day.

C. Transfer Devices: Silicon Photodiode Light-Trapping
Detectors

As the trap detectors used as transfer devices have
also been described elsewhere,1,4,8,9 here we only
briefly review their characteristics. A photodiode
trap detector is an arrangement wherein the optical
radiation reflected by a photodiode is intercepted by
other photodiodes. The design of the trap detector
we have employed for this scale realization is shown
in Fig. 1. It consists of three windowless, 1 cm 3 1
cm photodiodes10 arranged such that the incident
light undergoes five reflections and exits the entrance
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of the trap detector along the path of the incoming
beam. The angle of incidence is 45° for the first,
second, fourth, and fifth reflections and 0° for the
third reflection. For the response of the trap detec-
tor to be insensitive to the polarization of the incom-
ing light, the second and fourth reflections are in a
plane orthogonal to the plane of the first and fifth
reflections. The photodiodes are enclosed in a metal
box with a 13-mm-diameter entrance aperture. The
responsivity of trap detectors is linear to within
0.01% up to 1 mW of incident optical power, insensi-
tive to temperature ~less than 0.02%yK!, and spa-
tially uniform ~less than 0.02% variation over a 2-mm
spot!.
The reflectance of the trap detectors is typically

below 0.4% over most of the wavelength range under
study but increases to 1.0% at 406 nm. Because of
the low value of the reflectance, the responsivity of a
trap detector is insensitive to changes in the reflec-
tance, such as those that can be caused by variations
in the quantity of absorbed water on a single photo-
diode.11
The three photodiodes in the trap detector are con-

nected in parallel so as to sum the photocurrents.
The total photocurrent is input to a transimpedance
amplifier that is operated with a gain of 104 VyA.
The typical output voltage for 0.8 mW of incident
laser light is between 2.6 V ~at 406 nm! and 5.9 V ~at
920 nm! and is measured with a high-accuracy digital
voltmeter.

D. Optical System and Measurement Sequence

The optical system to perform measurements with
the HACR is also described in Gentile et al.2 The
trap detectors are mounted on a computer-controlled,
motor-driven carousel, which positions the detectors
in the optical beam. An algorithm is used to deter-
mine the position of each trap detector for measure-
ments; these locations are then accessed by the
computer program used for automated HACR mea-
surements. The procedure for the initial positioning
of each trap detector is as follows. First, the trap
detector is positioned manually by finding the rough
center of the response of the trap detector with re-
spect to translations along the two axes transverse to
the beam, one radial ~movement of the center of the
carousel! and the other tangential ~rotation of the
carousel!. The trap detector is also oriented so that
the angle of the reflected beam is within 0.01 rad of
the incident beam. Then the trap detector is trans-

Fig. 1. Design of the silicon photodiode light-trapping detectors.
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lated along one axis under computer control to deter-
mine the locations at which the trap detector signal
decreases to 80% of its maximum value. The trap
detector is then positioned midway between these
two locations, and the procedure is repeated for the
other axis. The typical beam diameter at the trap
detector was 2–3 mm.
The details of the automated sequence for the

HACR measurements are described in Gentile et al.2
Briefly, the sequence consists of one optical measure-
ment cycle, in which the temperature rise of the cav-
ity caused by the laser light is determined, and two
electrical heating cycles, in which the quantity of
electrical power required to reproduce this tempera-
ture is determined. Measurements of the response
of the trap detectors were integrated into the HACR
automation sequence and performed during the first
electrical heating cycle.

3. Measurement Results and Uncertainties

A. Results

The external quantum efficiency of the trap detector,
he, is the number of photoelectrons that contribute to
a measurable current, divided by the number of in-
cident photons. Hence it is given by

he 5
hc
enl

S, (1)

where S is the measured responsivity ~photocurrent
per unit optical power!, l is the air wavelength of the
incident light, n is the index of refraction of air, h is
Planck’s constant, c is the speed of light in vacuum,
and e is the electronic charge. Using values h 5
6.62608 3 10234 J s, c 5 2.99792 3 108 mys, e 5
1.60218 3 10219 C, and n 5 1.00029 yields

he 5 1239.48SSlD (2)

for l in nanometers. ~The variation in n between
406 and 920 nm is only 0.001%, which is negligible.!
In terms of the actual measured quantities, S is given
by S 5 VyGPL, where V is the measured output volt-
age from the transimpedance amplifier, G is the gain
of this amplifier in volts per ampere, and PL is the
optical power measured by the HACR ~L refers to
laser!.
The results of our measurements of he at ten wave-

lengths are listed in Table 1 for both trap detectors
and plotted in Fig. 2 for trap detector 2. For the
small lasers that were operated overnight ~He–Cd,
Ar1, doubled Nd:YAG, and He–Ne!, the values in
Table 1 represent the average of between 40 and 80
measurements of he, obtained in 2–4 nights of data
acquisition. For the larger lasers that were oper-
ated only in the daytime ~Kr1 and Ti–sapphire!, from
six to 30measurements were averaged, obtained over
the course of 1–4 days. We have monitored he at the
633-nm wavelength over a period of 3 yr and found it
to be constant to within 0.02%.



The reader will note the substantially higher un-
certainty in the data point at 951 nm. We performed
only a quickmeasurement at 951 nm to establish that
we had reached the precipitous decline in he that
occurs in this wavelength range. The uncertainties
are higher because we experienced some difficulties
in the operation of our Ti–sapphire laser at this wave-
length, and the correction for the window transmit-
tance was higher ~because of an absorption feature in
fused silica!. Because we do not expect to model
accurately the rapid decline in he with increasing
wavelength that occurs in this range, we do not in-
clude this data point in our modeling. The only ex-
ception is at the end of the paper, where we briefly
discuss modeling this long wavelength range.

Fig. 2. Measured values of he for trap detector 2 ~filled circles!,
with error bars equal to the uncertainties listed in Table 1. The
solid curve shows he~l!, which is the result of modeling the varia-
tion of he with wavelength in the range between 406 and 920 nm
~see Section 4!.
B. Uncertainties

The components of the combined uncertainties listed
in Table 1 can be found in Table 2. They are divided
into type A and type B uncertainties.12 ~Type A and
type B distinguish between uncertainties that are
determined by statistical methods or other methods,
respectively.! All uncertainties in the quantum ef-
ficiency data discussed in this paper are relative stan-
dard uncertainties and are often referred to simply as
uncertainties. The combined uncertainty is domi-
nated by the uncertainty in the measurement of PL
by the HACR. A detailed analysis of the uncertain-
ties in the measurement of optical power by the
HACR can be found in Gentile et al.2 Although our
discussion here is abbreviated, we discuss the proce-
dure that was used to apply a small nonequivalence
correction to the data in this paper.

1. Type B Uncertainties in PL
The optical power, PL, is given by

PL 5
1
T SNPH

A
1 PSD , (3)

where PH is the electrical heater power that yields
the same temperature rise in the cavity as that pro-
duced by the optical beam, PS is the estimated optical
power scattered out of the field of view of the cavity,
A is the absorptance of the cavity, T is the transmit-
tance of the entrance window of the HACR, and N is
a factor to take into account any nonequivalence be-
tween the optical and electrical heating. ~As in Gen-
tile et al.,2 we use the term nonequivalence to refer to
any difference between the response of the HACR for
the optical and electrical cycles.! The typical value
of T was 0.9997. The uncertainty components in T
Table 2. Components of the Combined Relative Standard Uncertainty in he for Each Wavelength Listed in Table 1

Wavelength
~nm!

T
~%!

PS
~%!

PL
a

~%!
Temperature

~%!
Combined
Type B (%)

Type A
(%)

Wavelength-independent
uncertainty components (%)

406.74 0.006 0.002 0.019 0.008 0.023 0.016
441.57 0.011 0.010 0.023 0.006 0.026 0.012
487.99 0.011 0.009 0.023 0.005 0.026 0.016
514.53 0.011 0.012 0.024 0.003 0.026 0.030
532.08 0.025 0.011 0.033 0.003 0.035 0.024
632.82 0.021 0.010 0.030 0.003 0.031 0.013
769.64 0.017 0.004 0.025 0.002 0.027 0.009
828.30 0.018 0.009 0.021 0.002 0.024 0.013
919.85 0.021 0.004 0.023 0.002 0.025 0.015
950.95 0.067 0.005 0.068 0.006 0.069 0.045

Other components of uncertainty in PL
Nd

b 0.016
Ni 0.004
Other HACR uncertainties 0.006

Amplifier gain ~G! 0.01
Voltage measurement ~V! 0.003
Nonuniformity 0.003

aThe uncertainty in PL includes the uncertainty components in T, PS, and the applicable wavelength-independent components.
bThis contribution is not applicable to data at 828.30, 919.85, and 950.95 nm.
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and PS are listed for each wavelength in Table 2.
The deviation of absorptance A from unity is a small
correction and is simply included in the category for
other HACR uncertainties in Table 2. The reader is
referred to Gentile et al.2 for more detailed informa-
tion on the column labeled other HACR uncertainties
in Table 2.
Two nonequivalence errors were found during the

course of these measurements. Although they have
been eliminated, they affected the data for this scale
realization. One contribution ~labeled Ni! was inde-
pendent of the optical power, whereas another was
power dependent ~labeled Nd!. N is given by N 5
NiNd. The power-independent contribution was not
discovered until after the scale realization was com-
pleted; hence it applies to all of the data in this paper.
The power-dependent contribution was discovered
and eliminated part of the way through this scale
realization, so it only applies to some of the data. As
described in Gentile et al.,2 Ni 5 0.99992 6 0.00004,
and its origin was a small transient that injected
power into the HACR’s electrical heater circuit when
the multiplexing digital voltmeter read the signal
from the transimpedance amplifiers. The magni-
tude of Nd depends on wavelength only because dif-
ferent optical power levels were used for each
wavelength. While Nd varied between 0.99995 and
0.99967, the uncertainty component was indepen-
dent of wavelength; hence it is listed in Table 2, along
with the uncertainty component for the power-inde-
pendent contribution. We now describe the power-
dependent contribution in more detail.
As described in Gentile et al.,2 a small nonequiva-

lence error was found that was rooted in a different
level of background heating of the HACR cavity in
the optical cycle, as compared with the electrical
cycles. The background heat difference was rooted
in electrical transients that were produced by the
instrumentation for the HACR thermometry. ~Here
background refers to sources other than the optical or
electrical heating.! This difference produced a sys-
tematic dependence of the measured external quan-
tum efficiency, hm, on the measured optical power,
Pm. ~Subscriptm is used only in this discussion; Pm
refers to the value of PL that is obtained with N 5 1.!
This effect was studied through a series of measure-
ments at 633 nm, where we found that the variation
of hm with Pm was well fit by

hm 5 Bh
Pm 2 C
Pm

, (4)

where h andC are fitting parameters that correspond
to the true external quantum efficiency and the dif-
ference in background heating, respectively; B is dis-
cussed below. These data and the fit to Eq. ~4! are
shown in Fig. 3. After eliminating the cause of the
nonequivalence error, we verified that hm was inde-
pendent of Pm within the uncertainties of our mea-
surements. These data are also shown in Fig. 3; for
these results, he 5 hm. Comparing values he and h
provided a check of the accuracy with which the fit-
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ting procedure could be used to extract the true quan-
tum efficiency. We found that he and h differed by
0.015%. To take account of this discrepancy, we in-
troduced the additional fitting parameter, B, that
was adjusted so that h agreed with he. The value of
B was found to be 1.00015 6 0.00003.
Because this nonequivalence error is associated

with a background thermal load on the cavity, the
effects are independent of wavelength. To correct
for this nonequivalence error at other wavelengths,
we note that Eq. ~4! implies a value of Nd given by

Nd 5 B
Pm 2 C
Pm

; (5)

hence Nd depends on the optical power. ~We have
neglected the slight difference between PL and PH.!
To evaluate Nd, we used the fitted values of C and B
that had been determined from the above study at
633 nm. Because the deviation of B from unity is a
contribution to the uncertainty in Nd, the combined
uncertainty in Nd was determined by adding an un-
certainty of 0.015% in quadrature with the compo-
nents from the uncertainties in fitting parameters C
and B. For the optical power levels of our measure-
ments, the uncertainties inNdwere dominated by the
fixed 0.015% contribution.
The component of uncertainty arising from the

combined type B uncertainty in PL is listed for each
wavelength in Table 2. It was calculated by sum-
ming ~in quadrature! the uncertainty components
from T, Ps, Nd, Ni, and the category labeled “Other
HACR uncertainties” in Table 2.

2. Other Type B Uncertainty Components
Other type B uncertainty components are from the
uncertainty in the gain of the transimpedance ampli-
fiers, the accuracy of the digital voltmeter, and the
temperature dependence and spatial nonuniformity

Fig. 3. Effect of the power-dependent nonequivalence error on hm
~at 633 nm!. The open circles ~filled squares! show data taken
before ~after! the nonequivalence error was eliminated. At low
values of Pm, where the type A uncertainty dominates, the error
bars represent the standard deviation of the mean. The solid
curve shows the result of fitting the data shown by open circles to
Eq. ~4!.



of the responsivity of the photodiodes. The gains of
the transimpedance amplifiers were determined by
measuring the voltage output for a known input cur-
rent and were all found to be within 0.013% of 104

VyA. The contribution from the temperature depen-
dence of the responsivity was calculated by using the
temperature coefficient data in Lei and Fischer8 and
Kohler et al.9 The laboratory temperature was
295.5 6 0.5 K.
Because of the excellent spatial uniformity of the

trap detectors and the repeatability of the positioning
algorithm, the uncertainty caused by nonuniformity
is small. In a series of tests at 633 nm involving only
the trap detectors, we measured the variation in the
trap detector response caused by changes in the po-
sition and diameter of the laser beam. For60.5-mm
translations of the beam or 61-mm changes in the
diameter ~range from 2 to 4 mm!, the maximum rel-
ative change in the output of the trap detectors was
60.006%; we have assigned a relative standard un-
certainty caused by nonuniformity of half this value.
The combined type B uncertainty is listed in Table 2
for each wavelength. We calculated it by summing
~in quadrature! the uncertainty component in PL
with these other uncertainty components ~gain, volt-
age, temperature, and nonuniformity!.
We tested the sensitivity of he to the polarization of

laser light at a wavelength of 406 nm and found a
maximum relative difference of 0.04% for orthogonal
linear polarizations. Because polarization sensi-
tivity would arise from reflectance sensitivity, this
should yield a worst-case test because the reflectance
is the highest at this wavelength. Because the trap
detectors are always calibrated with the same orien-
tation with respect to the polarization, this difference
is not included in the uncertainty budget but would
be applicable to the uncertainty in transferring this
calibration to a system with unpolarized light or light
with a different direction of polarization.

3. Type A Uncertainty Components
The relative standard deviation of repeated measure-
ments of he during a session of data acquisition is
listed for each wavelength in Table 2. ~The values
are not the standard deviation of the mean.! Be-
cause the trap detector–amplifier system is highly
stable and has low noise, these uncertainties are
dominated by the type A uncertainty in the measure-
ment of PL. Differences among the wavelengths
were primarily due to variations in laser power and
stability. ~As described in Gentile et al.,2 the type A
relative standard uncertainty in the measurement of
PL is inversely proportional to the laser power.!

4. Analysis and Realization of a Scale

To realize a scale of absolute spectral response, we
used our measurements at discrete wavelengths in
conjunction with calculations and modeling to deter-
mine he at all wavelengths between 406 and 920 nm,
which we refer to as he~l!. We accomplished this
by first determining Rt~l! and hi~l!, the wavelength
dependences of the trap detector reflectance and in-
ternal quantum efficiency, respectively, and then
combining them to form he~l!.
Assuming that the internal quantum efficiency is

the same for each photodiode in the trap detector, we
find that external quantum efficiency he is given by

he 5 hi~1 2 Rt!, (6)

where hi is the internal quantum efficiency and Rt is
the reflectance of the trap detector. As shown in Fig.
2, he exhibits a slow decline for wavelengths shorter
than ;600 nm and a steep decline for wavelengths
longer than ;920 nm. Although the slow decline at
short wavelengths is due to a combination of in-
creased reflectance and decreased internal quantum
efficiency, the steep decline at long wavelengths is
entirely due to decreasing internal quantum effi-
ciency. The decline of the internal quantum effi-
ciency at both ends of the spectrum is related to the
behavior of the absorption coefficient for silicon.13
For short wavelengths ~;400 nm!, the light is ab-
sorbed in a shallow region near the Si–SiO2 interface,
where the recombination rate of the carriers is higher
than in the remainder of the photodiode. This re-
duces the number of carriers that cross the junction
and contribute to the photocurrent and hence de-
creases the internal quantum efficiency. For wave-
lengths beyond ;950 nm, the absorption depth is
greater than the thickness of the photodiode, so fewer
electron-hole pairs are generated. At wavelengths
between 750 and 950 nm, a slow decline in quantum
efficiency is expected because some electron-hole
pairs are generated far behind the junction, and re-
combination may prevent them from crossing the
junction. To model the behavior of the internal
quantum efficiency, we must first determine Rt~l!.

A. Trap Detector Reflectance

The reflectance of the trap detector is given by Rt 5
@Rp~45°! Rs~45°!#

2R~0°!, where Rp~45°! and Rs~45°!
are the reflectances for light incident at an angle of
45° to a given photodiode and polarized parallel and
perpendicular to the plane of incidence of the reflec-
tion, respectively, and R~0°! is the normal incidence
reflectance. We calculated the reflectance for the
air–SiO2–Si interface at the surface of the photodiode
by using an analytical formula for the reflectance @Eq.
~30! of Chapter 13 of Born and Wolf6#. This reflec-
tance formula requires the real and imaginary parts
of the index of refraction of silicon ~see Appendix A!,
the real part of the index of refraction of SiO2,14 and
the oxide thickness. To determine the oxide thick-
ness, we measured the reflectance of each trap detec-
tor at 406, 532, and 633 nm and fit the value of the
oxide thickness that was used in the reflectance for-
mula so as to obtain the best agreement with the
reflectance data for each trap detector.
Whereas the reflectance measurements had a typ-

ical relative uncertainty of 0.5% or smaller, we found
that the relative errors between the data and the
results of the fit were typically between 1% and 3.6%.
Possible sources for this discrepancy are a component
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of diffuse reflectance or inadequacies in the calcula-
tion, such as errors in the refractive index data or the
use of an average thickness for all the constituent
photodiodes in the trap detector. To obtain a re-
duced x2 near 1,15 we enlarged the uncertainties in
the measured values of Rt. The resulting fitted val-
ues of the oxide thickness were 28.12 6 0.35 nm for
trap 1 and 27.98 6 0.35 nm for trap 2, where we
determined the uncertainties by varying the oxide
thickness until x2 increased by 1. Because these two
values agreed well within their uncertainties, we
chose a single, average oxide thickness of 28.05 6
0.42 nm. The reflectance data for both trap detec-
tors and calculated reflectanceRt~l! are shown in Fig.
4 and listed in Table 3. We determined values for hi,
also listed for each wavelength in Table 3, by using
the data for he ~listed in Table 1! and the values of
Rt~lk!, where subscript k refers to the wavelengths of
our measurements. We derived the uncertainty in
each value of Rt~lk! from the 0.42-nm uncertainty in
determining the oxide thickness in conjunction with
the analytical equation for the trap detector reflec-

Fig. 4. Variation of reflectanceRt of the trap detectors with wave-
length. The data for the two trap detectors are shown by open
squares ~trap 1! and filled circles ~trap 2!, and the solid curve is
Rt~l!, which is the reflectance calculated from the analytical for-
mula in Born and Wolf,6 using a oxide thickness of 28.05 nm.
tance. The combined relative uncertainty in hi in-
cludes components from both he andRt~lk!, where the
relative uncertainty component for Rt~lk! is small
because it is approximately equal to the absolute un-
certainty in Rt~lk!. The uncertainty in the values of
Rt~lk! only affected the final result for he~l! through
the modeling of the values of hi. This is because we
used Rt~l! both to extract hi from each data point for
he and, after hi~l! was obtained from fitting the val-
ues of hi, to determine he~l! from hi~l!.

B. Modeling the Internal Quantum Efficiency

Modeling the variation of the internal quantum effi-
ciency with wavelength in the 400-nm to 900-nm
wavelength range has been discussed by Geist in
Refs. 13 and 16. Whereas Ref. 13 provides an equa-
tion with adjustable fitting parameters, Ref. 16 pro-
vides convenient formulas that are based on detailed
numerical modeling of the photodiodes. These for-
mulas do not have adjustable parameters but are
normalized to two data points for hi, one at the blue
end of the spectrum and one at the near-infrared end.
We attempted to model our data by using both ap-
proaches, but we found that neither is ideal for accu-
rately reproducing our data. However, we found
that a variation of the approach in Geist et al.13 is
quite successful.

1. Models by Geist and Co-Workers
The model in Geist et al.13 approximates the effects of
recombination loss at the Si–SiO2 interface by a col-
lection efficiency that increases linearly from a value of
P at the interface to a value of unity at a depth T into
the photodiode. The value of T is expected to be
roughly equal to the distance from the interface to
the front of the depletion region. The losses at
near-infrared wavelengths are modeled by a term that
approximates the internal quantum efficiency distri-
bution in the uniformly doped bulk region behind the
depletion region. The complete model equation for
the internal quantum efficiency of the photodiode is
Table 3. Values of Rt, Rt~lk!, and hi

Air Wavelength
~nm!

Rt, Measured Rt~lk! hi
a

hi Uncertainty
~%!Trap 1 Trap 2 Value

Absolute
Uncertainty Trap 1 Trap 2

406.74 0.01027 0.01051 0.01012 0.00020 0.98532 0.98577 0.035
441.57 0.00626 0.00012 0.99150 0.99185 0.031
487.99 0.00434 0.00007 0.99532 0.99577 0.031
514.53 0.00381 0.00006 0.99643 0.99671 0.040
532.08 0.00351 0.00363 0.00354 0.00005 0.99704 0.99716 0.042
632.82 0.00270 0.00267 0.00273 0.00003 0.99851 0.99870 0.034
769.64 0.00231 0.00002 0.99867 0.99892 0.029
828.30 0.00222 0.00001 0.99868 0.99881 0.027
919.85 0.00211 0.00001 0.99822 0.99829 0.029
950.95 0.00208 0.00001 0.9927 0.9931 0.08

aValues of hi are determined from the data for he ~see Table 1! and Rt~lk!.
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given by

hi~l! 5 P 1
1 2 P
a~l!T

{1 2 exp@2a~l!T#%

2
h

a~l!L2 exp@2a~l!H#, (7)

where a~l! is the absorption coefficient of silicon at
wavelength l, H is the sum of the widths of the front
layer and depletion regions, h is the width of the bulk
region, and L is the minority carrier diffusion length
in the bulk region. T is expected to be roughly com-
parable with the nominal junction depth ~0.21 mm!,17
and h 5 320 6 15 mm.10 ~The specification of dis-
tances actually has to be along the direction of travel of
the light within the silicon wafer. Although the light
is incident upon two out of three photodiodes in the
trap detector at an angle of 45°, refraction at the air–
Si–SiO2 interface causes the direction of travel of the
light to be within 11° of the normal to the front face.
Hence the distance along the light path is within 2% of
the distance measured normal to the front face.!
The fitting procedure was carried out with a~l! as

the independent variable. The values of a~lk! were
determined by using published data. There are
much data for the absorption coefficient available, but
the agreement is less than ideal. We chose to use a
combination of data from Jellison18 and a fit by Geist
et al.19 of data from Weakliem and Redfield.20 A
review of the data in the literature for the absorption
coefficient and the motivation for our choice can be
found in Appendix A.
The data for hi were first fit with P, T, H, and L as

adjustable parameters, but we found that this ap-
proach led to negative values ofH, which is unphysical.
Hence we fixedH at a low value ~0.5 mm! and fit three
parameters; the results are shown in Fig. 5. ~The
value of H is not critical and the fit was only slightly
improved by ignoring the unphysical behavior and us-

Fig. 5. Results of modeling hi versus a~l!, using the approach of
Geist et al.13 The values of hi for trap detector 2 are shown by
filled circles with error bars equal to the uncertainties. The error
bars shown for a~l!were estimated from a review of published data
~see Appendix A!. The solid curve is a fit to Eq. ~7!. The values
of the fitting parameters are P 5 0.9762 6 0.0019, T 5 0.300 6
0.04 mm, and H 5 2.72 6 0.20 mm.
ing four parameters.! Although the data in the blue
region of the spectrumarewell fit by this approach, the
situation is not so clear at near-infrared wavelengths.
Although the deviations at 770 and 828 nm are not
more than the uncertainties at these points, it appears
that there may be a systematic difference between the
shape of the fit and the trend of the data.
We then attempted to model our data by using the

approach in Geist et al.16; the results are shown in Fig.
6. In this case the abscissa is simply wavelength be-
cause the analytic form provided in this reference uses
wavelength as the independent variable. We normal-
ized the form ~according to the method described in
Geist et al.16! by using our data points at 442 and 828
nm. This essentially forces the model to go through
the data points at these two wavelengths. These val-
ues were chosen because the accuracy of this model is
expected to be lower at our end points of 406 and 920
nm. For the data point at 770 nm the difference be-
tween the data and the results of this model is similar
to that exhibited in Fig. 5. At 920 nm the difference
between the model and the data point is quite large,
but this model is not expected to be accurate beyond
900 nm. Although this model also yields good results
in the blue region of the spectrum, it does not ideally
reproduce the data in the near-infrared region.

2. New Model for the Internal Quantum Efficiency
Because the results of these models were not com-
pletely satisfying, we experimented with other fitting
forms. Given the success of the simple form that
accurately models the data at the blue end of the
spectrum, we chose to model the slight decrease in
quantum efficiency at near-infrared wavelengths
with the same functional form. This approach was
an attempt to obtain the best fit to the data and was
not based on the physics of the photodiode. The in-
ternal quantum efficiency is given by21

hi~l! 5 *
0

h

exp@2a~l!x#a~l!P~x!dx, (8)

Fig. 6. Results of modeling hi versus l, using the approach of
Geist et al.16 The values of hi for trap detector 2 are shown by
filled circles with error bars equal to the uncertainties. The solid
curve shows the results of using the model of Geist et al.16
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where P~x! is the collection efficiency at a depth x into
the photodiode. The model for the variation of the
collection efficiency with depth into the photodiode is
shown in Fig. 7. Evaluating Eq. ~8! with this form
for P~x! yields

hi~l! 5 Pf 1
1 2 Pf

a~l!T
$1 2 exp@2a~l!T#%

2
1 2 Pr

a~l!@D 2 T#
$exp@2a~l!T# 2 exp@2a~l!D#%

2 Pr exp@2a~l!h#, (9)

where the four fitting parameters, Pf, T, Pr, and D,
are defined in Fig. 7. Pf and T correspond to P and
T in Eq. ~7!; hence the first two terms in Eq. ~9!
originate in the linear increase in the collection effi-
ciency from value Pf at the oxide interface to value 1
at a depth T into the photodiode. The next term
originates in the linear decrease in the model collec-
tion efficiency from value 1 at a depth T to value Pr at
a depth D.
The last term represents the loss caused by light

exiting ~or being absorbed! at the back end of the
photodiode and can be dropped if nearly all of the
light is absorbed before reaching the back end.
@This term was absent in Eq. ~7!.# The contribution
of this term to the value of hi increases from 0.06% at
920 nm to 0.8% at 950 nm, and clearly its exact value
at any wavelength in this region will be sensitive to
the accuracy with which the absorption coefficient is
known ~see Appendix A!. We found that this term
was not required for the fit to pass through the data
point at 920 nm.
The results of a fit to Eq. ~9!, but with the last term

dropped, are shown in Fig. 8. The agreement is im-
proved over the previous models. The values of the
fitting parameters are Pf 5 0.9757 6 0.0018, T 5
0.289 6 0.04 mm, Pr 5 0.99776 6 0.0008, andD 5 29
6 19 mm. The values of Pf and T are very similar to
those obtained by using the model of Geist et al.,13
which is expected because these values are strongly
constrained by the data at short wavelengths. The
value of T is roughly comparable with the nominal

Fig. 7. Model for the variation of collection efficiency P~x! with
depth x into the photodiode. Parameters Pf, T, Pr, D, and h are
discussed in text.
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junction depth of 0.21 mm. Although the value of D
is not well determined, the quality of the fit is signif-
icantly decreased if it is fixed at a dramatically dif-
ferent value ~such as 3 mm or 300 mm!. However, it
is unclear whether any physical significance can be
associated with parameters Pr andD. Nevertheless,
this model accurately reproduces the data and pro-
vides a smooth curve for interpolating between the
data. Using Rt~l! and hi~l!, which are shown by
solid curves in Figs. 4 and 8, respectively, we deter-
mined he~l! over the range from 406 to 920 nm; these
final results are shown in Fig. 2. The agreement
with the original data for he is also excellent.
The question remains as to the accuracy and

uniqueness of this model. We experimented with
variations of the collection efficiency model shown in
Fig. 7, including a model with a simple linear drop in
P~x! from x5T to x5 h, amodel withP~x! fixed equal
to 1 ~or some adjustable value! from x 5 T to x 5 D
and a linear drop from x 5 D to x 5 h, and other
variations. No other model fit the data as well as
the model shown in Fig. 7, including some models
with five parameters. Unfortunately, we could not
find a three-parameter model that yielded results
comparable with those shown in Fig. 8.
If the model of Fig. 7 had a rigorous physical basis,

we could determine the accuracy by simply testing
the effect of varying the fitting parameters by their
uncertainties. Although we certainly performed
this test, it is possible that other models that may not
fit the data as well ~but still provide fits that are
consistent with the uncertainties in the data! could
be equally valid. Hence to establish the accuracy of
our model, we determined the variation in the fitted
values of hi for several of the models mentioned
above; typically the quality of the fits was somewhere
between that shown in Figs. 5 and 8. We also tested
the effect of removing certain data points and refit-
ting the data; even when the end points at 406 and

Fig. 8. Results of modeling hi versus l, using the new model
described in text. The values of hi for trap detector 2 are shown
by filled circles with error bars equal to the uncertainties. The
uncertainty shown for a~l! was estimated from a review of pub-
lished data ~see Appendix A!. The solid curve shows the results of
a fit to Eq. ~9! and is also the final result for hi~l!. The values of
the fitting parameters are Pf 5 0.9757 6 0.0018, T 5 0.289 6 0.04
mm, Pr 5 0.99776 6 0.0008, and D 5 29 6 19 mm.



920 nm were individually removed, the resulting fits
were still within 0.03% of the original fit at all wave-
lengths. From these tests we concluded that the ac-
curacy of the model is 60.03%, throughout the
406-nm to 920-nm range of wavelengths.
The final issue in establishing the accuracy of our

model is the effect of using a different data set for a~l!.
The effect of errors in the data set for a~l! on the
results for he~l! is diluted in a similar way as an error
in the trap reflectance: A mapping from l to a~l! is
first used to establish a useful independent variable
for the fitting of hi~l!, and then the mapping is ap-
plied in reverse to reestablish l as the independent
variable for he~l!. Hence errors in the accuracy of
a~l! only affect the final results for he~l! through
potential changes in the shape of hi~l!. To deter-
mine the effect of the rather large uncertainties in
a~l! on he~l!, we repeated the modeling of hi by using
two different data sets for a~l!. ~The two data sets
used were from Phillip22 and the fit in Geist et al.19 of
data from Weakliem and Redfield.20! The typical
change in he~l! was 0.005% over most of the wave-
length range, but it was as high as 0.02% near 406
nm.

3. Extending the Model to 951 nm
So far we have made no attempt to include the data
point at 951 nm in our modeling. Although a single,
relatively low-accuracy data point does not provide
enough information for us to extend our model into
this wavelength range, it is interesting to determine
if we can reproduce this single point without destroy-
ing the excellent agreement shown in Fig. 8. Be-
cause the last term in Eq. ~9! cannot be neglected at
951 nm, the reflection from the back end of the pho-
todiode must also be taken into account. Because
the value of exp@22ha~l!# at 951 nm is 0.005% of hi,
essentially no reflected light reaches the junction, so
we replace the last term in Eq. ~9! by Pr~1 2 R!
exp@2a~l!h#, where R is the reflectance at the back

Fig. 9. Results of modeling hi versus l, including the data point
at 951 nm, with the model described in text. The data for hi for
trap detector 2 are shown by filled circles with error bars equal to
the uncertainties. The solid curve is a fit to Eq. ~9! with the last
term modified as described in the text. The values of the fitting
parameters are Pf 5 0.9756 6 0.002, T 5 0.287 6 0.04 mm, Pr 5
0.99849 6 0.0005, D 5 16 6 14 mm, and R 5 0.29 6 0.12.
end of the photodiode. Figure 9 shows the results of
fitting all of our data to Eq. ~9!, with the last term
modified in this way. As the reflectance of the back
end of the photodiode was not known, it was an ad-
ditional fitting parameter. The quality of this fit in
the 406-nm to 920-nm range is comparable with that
of the original model ~shown in Fig. 8!, and the values
of hi~l! agree with those obtained by using the orig-
inal model to within 0.03%. The values of the fitting
parameters are almost all within the uncertainties of
the fitting parameters for the original model, and the
uncertainties are also comparable with those of the
original model. Using 320 mm for the value of h, we
find that the fitted value of R is 0.29 6 0.12. Of
course, this fitted value is strongly dependent on the
value chosen for h: if instead h is fixed at 305 ~335!
mm, the fitted value of R is 0.43 6 0.10 ~0.11 6 0.15!
and both of these cases yield reasonable quality fits.
~This range for h corresponds to the tolerance on the
wafer thickness.! One can equally well fix R and
allow h to be fit.
The significance of the results of this five-parame-

ter fit should not be overestimated. The capability
of the five-parameter model to fit the data point at
951 nm without significantly disturbing the agree-
ment at all other points is simply related to the rapid
increase in the contribution of the last term in Eq. ~9!
in the range between 920 and 951 nm. Essentially
the original four parameters fit the data from 406 to
920 nm, and the fifth parameter, whether it beR or h,
fits the point at 951 nm with little effect on the fit
between 406 and 920 nm. However, it is encourag-
ing for a future extension of the model that the model
fits the data quite well, the parameters are only
weakly correlated, and reasonable values are ob-
tained for R if h is fixed at or near its nominal value.
More data in this regime will be necessary to inves-
tigate the model further.

5. Conclusion

In summary, we have determined the external quan-
tum efficiency of two silicon photodiode light-trapping
detectors at nine laser wavelengths between 406 and
920 nm with a combined relative standard uncer-
tainty of 0.03% to 0.04% by using the NIST high-
accuracy cryogenic radiometer. We have also
determined the reflectance of the trap detectors in
this wavelength range, thus permitting the internal
quantum efficiency to be extracted from the data.
Bymodeling the internal quantum efficiency, we have
determined the external quantum efficiency over the
entire 406-nm to 920-nm range with a combined rel-
ative standard uncertainty of 0.03%. These two trap
detectors will be used to calibrate the working stan-
dards of the NIST scale of absolute spectral response.

Appendix A: Review of Data for the Index of
Refraction of Silicon

The imaginary part of the index of refraction of silicon
has been studied by many researchers.18–20,22–30
Absorption coefficient a~l! is related to the imaginary
part of the index of refraction, k~l!, by a~l! 5 4pk~l!y
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nl, where l is the air wavelength of the light and n is
the index of refraction of air. There are several
methods for determining the optical constants, in-
cluding measurements of transmittance and photo-
conductivity, ellipsometry, and Kramers–Kronig
analyses. The goal of this appendix is not to review
this complex field, even for the restricted case of sil-
icon between 400 and 950 nm, but rather to compare
all the available data, choose a data set, and assign
an uncertainty to this choice.
Figure 10 shows the values of k~l! that we have

used to determine a~l! in this paper. The curve in
Fig. 10 is based on a combination of the results of
Jellison18 ~below 650 nm! and those of Geist et al.19
~above 650 nm!. The research of Geist et al.19 is a fit
of data reported in Weakliem and Redfield20 and is
convenient for the evaluation of k~l! at arbitrary
wavelengths. In Fig. 11 we show the deviations of
several data sets in the literature from the curve
shown in Fig. 10. These data sets were often ex-
tracted from graphs in the respective papers, and the

Fig. 10. Values of k~l! for silicon that we have used to determine
a~l!.

Fig. 11. Relative deviations of several published data sets for k~l!
from the values we have chosen ~shown in Fig. 10; designated by ko
here!.
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relative error in the extraction could in some cases be
as much as 10%. By definition, the results of Jelli-
son18 show no deviation below 650 nm and the results
of Geist et al.19 show no deviation above 650 nm.
~The data of Jellison18 scatter around zero deviation
because we have actually used a fit of that data to
generate the smooth curve shown in Fig. 10.! We
observe that although there is a group of results that
are in a fair agreement, two ~from Edwards25! notice-
ably disagree with this group.
The data in Jellison18 and in Weakliem and Red-

field20 were obtained by the use of different tech-
niques; ellipsometry was used in Jellison18 and
transmittancemeasurements were used inWeakliem
and Redfield.20 Although transmittance measure-
ments are expected to be the most accurate above 500
nm,29,30 the need for very thin samples makes this
technique more difficult at shorter wavelengths. In
Jellison,18 ellipsometry was used to obtain accurate
values in the wavelength region below 650 nm.
Hence a combination of the results of these two tech-
niques, with their different respective advantages in
different wavelength regimes, seems appropriate.
Furthermore, the results of Jellison18 and Geist et
al.19 agree well in the 550-nm to 650-nm region, and
they agree well with a recent high-accuracy measure-
ment of k~l! at l 5 633 nm.29 Other reasons for this
choice are that these results are some of the most
recent ~although it should be noted that the ellipsom-
etry measurements of Jellison18 are normalized to
the study by Dash and Newman23!, and the results
are available either in tabular form ~Jellison18! or in
an analytical fit to the data ~Geist et al.19!. In most
of the other references, only semilog plots are pro-
vided, from which we extracted the actual data by
using a scanner or by hand. As users who are inter-
ested in these results, we highly recommend that
tables of data should always be provided.
Assigning an uncertainty to the data set for k~l!

that we have chosen is a somewhat inexact proce-
dure. We acknowledge that our chosen data set is
not in the middle of the group for most of the wave-
length range and that other reasonable choices could
be made. Leaving aside the data from Edwards,25
we see that deviations of up to 50% from our choice
are apparent in Fig. 11, but 20% is more typical. We
have chosen to assign an uncertainty of 620%.
The real part of the index of refraction was only

required for the reflectance formula of Born and
Wolf.6 The agreement between the results of Jelli-
son,18 Phillip,22 and Edwards25 for the real part of the
index of refraction is better than 2% in the 400-nm to
800-nmwavelength range. For wavelengths shorter
than 725 nm, we used the data from Jellison18 for the
real part of the index of refraction of silicon. For
wavelengths longer than 725 nm, we used the data of
Phillip,22 but we adjusted these by a scale factor ~de-
viation from unity only 0.2%! so as to match the data
of Jellison.18
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